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Introduction



What is Fine-Grained Opinion Mining

1



Subtasks
● Extraction: aspect terms (opinion targets), opinion expressions, aspect 

categories, opinion holders, opinion relations

● Sentiment prediction: sentiment scores (polarities) towards aspect 
terms or aspect categories

2

● Summarization: 
multi/single-document, 
aspect/product-centered, 
phrase/sentence-based

● Transfer learning, multi-task, 
multimodal learning



Challenges
● Uncertainty: low frequencies, same entity with different expressions

○ “UI” vs “user interface”, “macbook pro” vs “mac pro”

● Variability: multiple targets, contrastive views for certain aspects

○ “The laptop has very small size which is convenient for mobility, but 
uneasy for reading.”

● Flexibility: target entities are not restricted to specific POS tags, 
dual-functioning word acting as both aspects and opinions

○ “I recommend this restaurant to everyone.”

○ “The laptop is lightweight, and its ease of use attracts me.”

● Scarcity: Limited annotated resources

3



Objectives

● An overview of existing methods, traditional machine learning or 
deep learning, for fine-grained opinion mining.

● Categorize existing approaches based on relationship manipulation.

● Present both advantages and limitations.

● Emphasize the correlations across different subtasks.

● Pose future directions with potential research values.

4
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What Can be Extracted

● Aspect-oriented

❏ Corpus-based

❏ Sentence-based

5

Aspect category: 
SERVICE

John thinks the hotel service is terrible.

Opinion holder Aspect term 
(opinion target)

Opinion expression

Opinion pair
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What Can be Extracted

● Aspect-oriented

❏ Corpus-based

❏ Sentence-based

5

Aspect category: 
SERVICE

John thinks the hotel service is terrible.

Opinion holder Aspect term 
(opinion target)

Opinion expression

Opinion pair

Opinion Identification and Sentiment Prediction

Aspect (Category) Identification

Summary Presentation

battery life, sound quality,
Ease of use, ...

great (+), long (+)
convenient (+), ...

battery life:
sound quality:



What Can be Extracted
● Opinion-oriented

○ Opinion-related entities: opinion expressions (O), opinion targets (T), 
opinion holders (H)

■ Direct subjective expressions (DSEs): explicit mentions of private 
states or speech events expressing private states.

■ Expressive subjective expressions (ESEs): expressions that 
indicate sentiment, emotion, etc. without explicitly conveying them.

○ Opinion relations: IS-ABOUT, IS-FROM

6
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Frequency & Association Mining

● POS: select nouns/noun phrases

● Mining: find all frequent itemsets 
(>=1% support)

● Pruning: prune multi-word itemsets 
that are meaningless, single-word 
itemsets that are redundant

● Opinion word: adjacent adjectives 
around frequent features

● Infrequent feature: nearest 
noun/noun phrase around opinion 
expressions

8Hu and Liu. Mining Opinion Features in customer reviews. AAAI 2004



Frequency & Association Mining

● Start with a small set of feature 
seeds

● Iteratively enlarges by mining 
associations (likelihood ratio 
tests, latent semantic analysis): 

○ Feature-opinion

○ Feature-feature

○ opinion-opinion

9Hai et al. One Seed to Find Them All: Mining Opinion Features via Association. CIKM 2012



Extraction via Word Alignment
● Mine associations between targets and opinions via word translation 

model: capture long-span relations

10Liu et al. Opinion Target Extraction Using Word-Based Translation Model. EMNLP 2012
Liu et al. Opinion Target Extraction Using Partially-Supervised Word Alignment Model. IJCAI 2013



Extraction via Word Alignment
● Mine associations between targets and opinions via word translation 

model: capture long-span relations

10Liu et al. Opinion Target Extraction Using Word-Based Translation Model. EMNLP 2012
Liu et al. Opinion Target Extraction Using Partially-Supervised Word Alignment Model. IJCAI 2013

● Graph-based algorithm to 
extract opinion targets



Word-Based Syntactic Rule Mining
● Double propagation: there are dependency relations between 

opinion words and aspect words → iteratively expand the opinion and 
target lexicons

11

Qiu et al. Opinion word expansion and target extraction through double propagation. 
Comput Linguist 2011
Somasundaran and Wiebe. Recognizing Stances in Online Debates. ACL and AFNLP 2009
Popescu and Etzioni. Extracting Product Features and Opinions from Reviews. EMNLP 2005
Zhuang et al.. Movie review mining and summarization. CIKM 2006



Phrase-Based Syntactic Rule Mining
Treat a phrase as a single unit

12Wu et al. Phrase Dependency Parsing for Opinion Mining. EMNLP 2009



Lifelong Learning
● Borrow the idea of recommendation to extract aspects based on the 

information in reviews of a large number of other products

○ Similarity-based recommendation

○ Association-based recommendation

13Liu et al.. Improving Opinion Aspect Extraction Using Semantic Similarity and Aspect Associations. AAAI 
2016

Base extraction through DP

Recommendation 



Limitation

● Mostly only restricts aspect terms to be noun/noun phrases, 
opinions to be adjectives

● Rules/Patterns are inflexible

● Easy to produce meaningless features

14
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Topic Modeling

Knowledge-Free Knowledge-Infused

Labeled dataPrior Topic with 
association

Topic without 
association

Context Sentiment Hierarchy

● Treat aspect categories as clustered topics

● Beneficial when aspects are implicit

Topic Modeling



LDA With Local/Global Context
● Normal LDA: tend to produce global topics (product brand)

16Brody and Elhadad. An Unsupervised Aspect-Sentiment Model for Online Reviews. NAACL 2010
Titov and MacDonald. Modeling Online Reviews with Multi-grain Topic Models. WWW 2008

I. Choose distribution of topics

II. For each word i

A. Choose topic

B. Choose word

Topic distribution per document

Word distribution per topic



LDA With Local/Global Context
● Multi-grain LDA: models two distinct types of topics: global topics 

(properties of reviews) and local topics (ratable aspects)

17Brody and Elhadad. An Unsupervised Aspect-Sentiment Model for Online Reviews. NAACL 2010
Titov and MacDonald. Modeling Online Reviews with Multi-grain Topic Models. WWW 2008

I. Choose global topic

II. For each sentence s, choose

III. For each sliding window v

A. Choose   
B. Choose  

IV. For each word i

A. Choose window
B. Choose
C. If global, choose
D. If local, choose
E. Choose word w from 



LDA With Local/Global Context

18Brody and Elhadad. An Unsupervised Aspect-Sentiment Model for Online Reviews. NAACL 2010
Titov and MacDonald. Modeling Online Reviews with Multi-grain Topic Models. WWW 2008



LDA with Sentiment

● Decide if the word is a common 
English word

● If not, decide the subtopics

● Decide if the word is neutral, 
positive or negative

● Generate the word

19Mei et al. Topic Sentiment Mixture: Modeling Facets and Opinions in Weblogs. WWW 2007

Sentiment coverage of topic j



LDA With Hierarchy
● Aspects usually form hierarchies: Aspect-Sentiment tree

20Kim et al. A Hierarchical Aspect-Sentiment Model for Online Reviews. AAAI 2013



LDA With Hierarchy
● Likelihood generation

○ Draw aspect-sentiment node

○ Draw sentiment

○ Draw subjectivity

○ For each word: draw subjectivity and word

21Kim et al. A Hierarchical Aspect-Sentiment Model for Online Reviews. AAAI 2013



LDA With Hierarchy

22Kim et al. A Hierarchical Aspect-Sentiment Model for Online Reviews. AAAI 2013



LDA with Prior Knowledge
● Objective: Generating coherent aspects

● Incorporate prior knowledge in LDA

○ must-link: 2 noun phrases that shared one or 
more words are likely to fall into the same topic

○ cannot-link: people normally will not repeat the 
same feature in the same sentence

23
Chen et al. Leveraging Multi-Domain Prior Knowledge in Topic Models. IJCAI 2013
Chen et al. Exploiting Domain Knowledge in Aspect Extraction. EMNLP 2013
Chen and Liu Aspect Extraction with Automated Prior Knowledge Learning. ACL 2014

S-set representing the 
must-links among words 
{battery, life} {battery, long}



LDA with Some Labeled Data
● Given some annotated corpus, construct several multinomial word 

distributions to differentiate aspects from opinions

● Use information (POS tags) to discriminate between aspect/opinion words with 
maximum entropy (MaxEnt) model

24Zhao et al. Jointly Modeling Aspects and Opinions with a MaxEnt-LDA Hybrid. EMNLP 2010

Background model

T Specific aspect model

General aspect model
T specific opinion model

General opinion model



● The objective function of topic models does not always 
correlate well with human judgments

● Hard to extract low-frequency aspects

● Hard to deal with multi-word aspect phrases

● Hard to differentiate and associate between aspect and opinion 
expressions

Limitation

25
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Aspect Extraction with RBM
● Reflects the generation process of reviews by introducing a 

heterogeneous structure into the hidden layer and incorporating 
informative priors.

26
Wang et al. Sentiment-Aspect Extraction based on Restricted Boltzmann Machines. ACL-IJCNLP 2015



Aspect Extraction with RBM
● Reflects the generation process of reviews by introducing a 

heterogeneous structure into the hidden layer and incorporating 
informative priors.

● Construct optimal weight matrix

●  Priors as regularizers

27
Wang et al. Sentiment-Aspect Extraction based on Restricted Boltzmann Machines. ACL-IJCNLP 2015



Aspect Extraction with Attention
● Improves coherence by exploiting the distribution of word 

co-occurrences through the use of neural word embeddings

● Use attention to de-emphasize irrelevant words during training

28
He et al. An Unsupervised Neural Attention Model for Aspect Extraction. ACL 2017

● Sentence reconstruction to 
enhance coherence



Aspect Extraction with Attention
● Multi-seed aspect extractor: every 

aspect is represented as a matrix 
consisting of seed embeddings

● Multi-task objective: aspect-relevant 
words are good indicators of the 
product’s domain

● Objective

29
Angelidis and Lapata. Summarizing Opinions: Aspect Extraction Meets Sentiment Prediction and They Are 
Both Weakly Supervised. EMNLP 2018
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Feature Engineering for Sequence Labeling

● In sequence labeling, a word can take different roles

○ The word is a beginning component of an entity: B

○ The word is within an entity: I

○ The word is not an entity: O

30

● Incorporate word/label dependencies



Graphical Models - HMM

● Integrate linguistic features (part-of-speech) and lexical patterns into HMMs

● Define an observable state as a pair (word, POS(word))

● Objective: given a sequence of words (W) and POS (S), find most probable 
tag sequence (T).

31
Jin and Ho. A Novel Lexicalized HMM-based Learning Framework for Web Opinion Mining. ICML 2009



Graphical Models - CRF
● HMM is a generative model and is hard to integrate rich features

● CRF is a discriminative model and is flexible in terms of structures

32
Li et al. Structure-Aware Review Mining and Summarization. COLING 2010
Choi et al. Identifying Sources of Opinions with Conditional Random Fields and Extraction Patterns. HLT/EMNLP 2005
Breck et al. Identifying expressions of opinion in context. IJCAI 2007



Graphical Models - CRF

33Li et al. Structure-Aware Review Mining and Summarization. COLING 2010



Graphical Models - CRF
● CRF fails to model segment-level information: syntactic constituent

● Semi-Markov CRF performs sequence labeling at segment level

34Yang and Cardie. Extracting Opinion Expressions with semi-Markov Conditional Random Fields. EMNLP 
2012

● Identify opinion expressions (DSE/ESE)



Joint Inference with Component Classifiers

● Global optimization to optimize subtasks in one goal

35
Choi et al. Joint Extraction of Entities and Relations for Opinion Recognition. EMNLP 2006
Yang and Cardie. Joint Inference for Fine-grained Opinion Extraction. ACL 2013

Opinion Relation Classifier (CRF)
● Word
● Phrase type
● Grammatical role
● Distance
● Dependency path

Joint Inference with constraints (ILP)

Opinion Entity Classifier (CRF)
● Word
● POS
● Lexicon 
● Grammatical role
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General Architecture

● Input: distributed word embeddings (encode semantic regularities)

● Hidden: high-level features encoding input interactions

● Output: segmentation labels

36



Syntax-Encoded Embedding
● Focus on learning meaningful word embeddings

● Encode dependency path into distributed representations

37Yin et al. Unsupervised Word and Dependency Path Embeddings for Aspect Term Extraction. IJCAI 2016



Syntax-Encoded Deep Neural Networks
● Encode dependency tree into the deep learning structure

○ Recursive neural networks to encode syntactic interactions

○ CRF for final sequence tagging to encode sequential interactions

38Wang et al. Recursive Neural Conditional Random Fields for Aspect-based Sentiment Analysis. EMNLP 
2016



Explicit Syntax Incorporation with ILP
● Obtain probability predictions for aspect label sequence                       

and opinion label sequence                     using multi-task NN

● Adopt ILP global inference with 3 constraints. Binary prediction 
sequence of ILP for aspect and opinion

○ Intra-task constraint: e.g., I-AT (I-OT) should not follow O-AT (O-OT)

○ Inter-task constraint:

○ Lexicon constraint

● Inference

39Yu et al. Global Inference for Aspect and Opinion Terms Co-Extraction Based on Multi-Task Neural 
Networks. IEEE/ACM TASLP 2019
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Recurrent Neural Networks
● Effect of different variants of RNN on aspect extraction

● Input with different pre-trained word embeddings and features

● Deep RNN improves upon shallow RNN for phrases that implicitly 
convey subjectivity (ESE)

40
Irsoy and Cardie. Opinion Mining with Deep Recurrent Neural Networks. EMNLP 2014
Liu et al. Fine-grained Opinion Mining with Recurrent Neural Networks and Word Embeddings. EMNLP 2015
Katiyar and Cardie. Investigating LSTMs for Joint Extraction of Opinion Entities and Relations. ACL 2016



CNN with Rich Embedding
● A simple CNN with 

well-pretrained word embeddings

● Leverage both general 
embeddings and domain 
embeddings

○ General embedding: 

■ Glove

○ Domain embedding: 

■ Amazon 

■ Yelp

41Xu et al. Double Embeddings and CNN-based Sequence Labeling for Aspect Extraction. ACL 2018



Interaction-based Attention
● Coupled attentions: aspect attention & opinion attention

● Memory network: multiple layers of attentions

42Wang et al. Coupled Multi-layer Attentions for Co-extraction of Aspect and Opinion Terms. AAAI 2017
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Interaction-based Attention

44
Wang et al. Coupled Multi-layer Attentions for Co-extraction of Aspect and Opinion Terms. AAAI 2017



Multi-task attentions for Joint Extraction
● Extraction of both aspect/opinion terms together with aspect categories

45
Wang et al. Memory Networks for Fine-grained Opinion Mining. AIJ 2018



Memory operations:

● READ: select aspect (opinion) hidden states
● DIGEST: distill an aspect (opinion) -specific 

summary
● INTERACT

Memory Interaction
● The aspect-opinion 

relationship is established 
based on neural memory 
interactions

● Multi-task framework

○ Aspect extraction task:

■ A-LSTM

○ Opinion extraction task:

■ O-LSTM

○ Sentimental sentence 
classification: 

■ S-LSTM

46
Li and Lam. Deep Multi-Task Learning for Aspect Term Extraction with Memory Interaction. EMNLP 2017
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Dataset
● SemEval Challenge

● Digital Device
● MPQA

47

● Citysearch, BeerAdvocate



Experimental Results
● SemEval

Xu et al. Double Embeddings and CNN-based Sequence Labeling for Aspect Extraction. ACL 2018 48



Experimental Results
● MPQA

49Katiyar and Cardie. Investigating LSTMs for Joint Extraction of Opinion Entities and Relations. ACL 2016



Experimental Results
● Citysearch, BeerAdvocate

50He et al. An Unsupervised Neural Attention Model for Aspect Extraction. ACL 2017



Opinion Summarization
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Different Forms of Summaries
● Statistical summary

1Kim et al. Comprehensive Review of Opinion Summarization. 



Different Forms of Summaries
● Structured summary

2Lu et al. Rated Aspect Summarization of Short Comments. WWW 2009



Different Forms of Summaries
● Visualized summary

3Liu et al. Opinion Observer: Analyzing and Comparing Opinions on the Web. WWW 2005



Pipelined Approach
● Identify object features or aspect categories (aspect extraction)

● Identify opinion expressions (opinion extraction)

● Associate opinion expressions with target objects (relation detection)

4Li et al. Structure-Aware Review Mining and Summarization. COLING 2010

● Determine sentiment polarities of opinion expressions



Pipelined Approach
● Identify object features or aspect categories (aspect extraction)

● Associate each sentence to specific aspects

● Group sentences based on sentiment polarities

5
Hu M and Liu B. Mining and summarizing customer reviews. KDD 2004
Zhuang et al.. Movie review mining and summarization. CIKM 2006
Titov and MacDonald. A Joint Model of Text and Aspect Ratings for Sentiment Summarization. ACL-HLT 2008
Blair-Goldensohn et al. Building a Sentiment Summarizer for Local Service Reviews. NLPIX 2008



Pipelined Approach
● Identify object features or aspect 

categories (aspect extraction)

● Predict rating for each aspect from 
the overall ratings

○ Global

○ Local 

● Extract representative phrases

6Lu et al. Rated Aspect Summarization of Short Comments. WWW 2009
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Ranking-based Summarization: Contrastiveness

● Given: a topic, a set of positive sentences and negative sentences

● Goal: generate contrastive sentence pairs

● Criteria: representativeness & contrastiveness

○ Content similarity function

○ Contrastive similarity function

7Kim and Zhai. Generating Comparative Summaries of Contradictory Opinions in Text. CIKM 2009



● PageRank-like algorithm to select sentences

● Preprocessing: use topic modeling to jointly model topic and viewpoint 
(A word may depend on the topic, the viewpoint, both, or neither)

● Compute jumping probability from ith excerpt to jth excerpt

8Paul et al.  Summarizing Contrastive Viewpoints in Opinionated Text. EMNLP 2010

Ranking-based Summarization: Contrastiveness



Ranking-based Summarization: 
Concept & Coherence
● Rank sentences based on concept and 

coherence (besides extraction)

○ Concept: Define opinion as a concept 
e = <t, a, p> (has weight wi)

○ Coherence: local coherence score 
between adjacent sentences (c)

● Decoding as Integer Linear 
Programming (fix w and c)

9Nishikawa et al. Opinion Summarization with Integer Linear Programming Formulation for Sentence 
Extraction and Ordering. COLING 2010
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Abstractive vs Extractive Summarization

● Extractive summarization is not coherent

● Extractive summarization does not provide an aggregate view

10

Extractive: Bottom line, well made camera, easy to use, very flexible and powerful features to include 
the ability to use external flash and lense/filters choices. It has a beautiful design, lots of features, very 
easy to use, very configurable and customizable, and the battery duration is amazing! Great colors, 
pictures and white balance.

Abstractive: Almost all users loved the Canon G3 possibly because some users thought the physical 
appearance was very good. Furthermore, several users found the manual features and the special 
features to be very good. Also, some users liked the convenience because some users thought the 
battery was excellent. Finally, some users found the editing/viewing interface to be good despite the 
fact that several customers really disliked the viewfinder. 



Abstractive Summarization

● Which features of the evaluated entity were most ‘important’ to the 
users

● Some aggregate of the user opinions for the important features

● The distribution of those opinions 

● The reasons behind each user opinion

● Different from general text summarization

11



Natural Language Generation System

12
Carenini and Moore. Generating and evaluating evaluative arguments. AIJ 2006
Gerani et al. Abstractive Summarization of Product Reviews Using Discourse Structure. EMNLP 2014
Di Fabbrizio et al. A hybrid approach to multidocument summarization of opinions in reviews. INLG 2014

Reviews,
meta-info

Text planner: 
select/organize

Microplanning: 
lexical selection, 
sentence planning

surface realizer: 
output text



Discourse Structure

13Gerani et al. Abstractive Summarization of Product Reviews Using Discourse Structure. EMNLP 
2014

● An Aspect Hierarchy Tree (AHT) that reflects the importance of aspects 
as well as the relationships between them

● Assume aspect and opinions are given (or preprocessing)

● Process

○ Obtain a discourse tree representation for every review and modify the 
tree such that every leaf node only contains the aspect words (ADT)



Discourse Structure

14Gerani et al. Abstractive Summarization of Product Reviews Using Discourse Structure. EMNLP 
2014

● An Aspect Hierarchy Tree (AHT) that reflects the importance of aspects 
as well as the relationships between them

● Assume aspect and opinions are given (or preprocessing)

● Process

○ Aggregate the trees and generate an Aggregated Rhetorical Relation 
Graph (ARRG)



Discourse Structure

15Gerani et al. Abstractive Summarization of Product Reviews Using Discourse Structure. EMNLP 
2014

● An Aspect Hierarchy Tree (AHT) that reflects the importance of aspects 
as well as the relationships between them

● Assume aspect and opinions are given (or preprocessing)

● Process

○ Use Weighted PageRank to select a subgraph representing the most 
important aspects (extract aspects that not only have high weight, but 
that are also linked with heavy edges to other heavy aspects.)



Discourse Structure

16Gerani et al. Abstractive Summarization of Product Reviews Using Discourse Structure. EMNLP 
2014

● An Aspect Hierarchy Tree (AHT) that reflects the importance of aspects 
as well as the relationships between them

● Assume aspect and opinions are given (or preprocessing)

● Process

○ Transforms the subgraph into a tree and provides an AHT as output 



Key Phrase Composing
● Aim to generate a set of very concise phrases, each phrase is a 

summary of a key opinion

● Start with a set of high frequency seed words, gradually form 
meaningful higher order n-grams based on

○ representativeness (based a modified mutual information function)

○ readability (based on an n-gram language model)

● Formulated as an optimization problem

17Ganesan et al. Micropinion Generation: An Unsupervised Approach to Generating Ultra-Concise Summaries of 
Opinions. WWW 2012



Deep-Learning-Based Generation (Attention)

● Input: a set of text units corresponding to the same topic

● Output: a one-sentence abstractive summary

18Wang and Ling. Neural Network-Based Abstract Generation for Opinions and Arguments. NAACL 2016



Deep-Learning-Based Generation (Attention)

● Attention: select relevant input information for generating 
summarization (similar to general text summarization)

19Wang and Ling. Neural Network-Based Abstract Generation for Opinions and Arguments. NAACL 2016



Deep-Learning-Based Generation (Attention)

● Attention: select relevant input information for generating 
summarization (similar to general text summarization)

● Attention over multiple inputs: importance sampling through ridge 
regression (gold-standard importance label generated through 
similarity score)

20Wang and Ling. Neural Network-Based Abstract Generation for Opinions and Arguments. NAACL 2016

Feature vector Gold label

Enforce text 
separation



Aspect-related
● Hidden states

● Mutual attention

● Captures aspect and sentiment information: mutual attention 
mechanism (aspect/sentiment-aware review representation)

21Yang et al. Aspect and Sentiment Aware Abstractive Review Summarization. COLING 2018

Context-related
● Hidden states

● Mutual attention

Deep-Learning-Based Generation (Attention)

Sentiment-related
● Hidden states

● Mutual attention



● Different styles and words for different aspect category: leverage text 
categorization task 

22Yang et al. Aspect and Sentiment Aware Abstractive Review Summarization. COLING 2018

● Generation with 3 attentions and pointer-generator framework

Deep-Learning-Based Generation (Attention)



Deep-Learning-Based Generation (Reconstruction)

● Multi-document summarization in an unsupervised manner

● An auto-encoder module that learns representations for each review 
and constrains the summaries to be in the language domain

● A summarization module that learns to generate summaries that are 
semantically similar to each of the input documents

23Chu and Liu. MeanSum : A Neural Model for Unsupervised Multi-Document Abstractive 
Summarization. ICML 2019



Deep-Learning-Based Generation (Structural)
● Learn a discourse tree in an unsupervised manner, generate a 

summary from surrounding sentences of the root

● Learn a language model through reconstruction

● DiscourseRank ranks each sentence to focus on the main claims

24Isonuma1 et al. Unsupervised Neural Single-Document Summarization of Reviews via Learning 
Latent Discourse Structure and its Ranking. ACL 2019



● Learn both semantics and structure

● Separate sentence embedding into 2 parts

● Encoding:

● Decoding:

25Isonuma1 et al. Unsupervised Neural Single-Document Summarization of Reviews via Learning Latent 
Discourse Structure and its Ranking. ACL 2019

Deep-Learning-Based Generation (Structural)



Combine Summarization with Sentiment Prediction

● Jointly performs abstractive text summarization and sentiment 
classification within a hierarchical end-to-end neural framework

26Ma et al. A Hierarchical End-to-End Model for Jointly Improving Text Summarization and Sentiment Classification. IJCAI 2018



Combine Summarization with Sentiment Prediction
● A self-attention layer as a bridge that connects the summarization layer 

and the sentiment classification layer

27Wang and Ren. A Self-Attentive Hierarchical Model for Jointly Improving Text Summarization and Sentiment Classification. ACML 
2018
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Dataset
● Amazon product review

28



Experimental Results
● Amazon product review

Isonuma1 et al. Unsupervised Neural Single-Document Summarization of Reviews via Learning 
Latent Discourse Structure and its Ranking. ACL 2019 29



Experimental Results

Isonuma1 et al. Unsupervised Neural Single-Document Summarization of Reviews via Learning Latent 
Discourse Structure and its Ranking. ACL 2019

30
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Thank You!


