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Background

= Sentence/Document-Level Sentiment Classification
— Input
* A sentence or document
— Output

- Overall sentiment polarity
— Positive, Negative, Neutral

— Example

The movie was fabulous, and the characters are quite engaging! C.

. . . R
The restaurant was horrible, and their service was also poor! ﬁ%{)
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Target-oriented Sentiment Classification (TSC)

Input
A sentence or document

An opinion target
1. Aspect Term (Aspect-Level Sentiment Classification)

2. Aspect Category (Aspect Category-Based Sentiment
Classification)

3. Target Entity (Entity-Level Sentiment Classification)

Output

Sentiment polarity towards the opinion target
Positive, Negative, Neutral —

SINGAPORE MANAGEMENT



Background

= Examples (Product Review)
— Aspect-Level Sentiment Classification

The [fish] was rather over cooked, but the

[staff] was quite nice!
7

» sentiment over fish: negative

» sentiment over staff. positive

School of ]{ SMU
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Examples (Product Review)
Aspect Category-Based Sentiment Classification

The [fish] was rather over cooked, but the
[staff] was quite nice!

» sentiment over food: negative

» sentiment over service: positive

» sentiment over ambience: N.A

» sentiment over price: N.A

» sentiment over miscellaneous: N.A

SINGAPORE MANAGEMENT



Examples (Tweet)
Entity-Level Sentiment Classification

[Georgina Hermitage] is a #one2watch
since she broke the [400m T37] WR!

» sentiment over Georgina Hermitage: positive
» sentiment over 400m T37: neutral

SINGAPORE MANAGEMENT
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Methodology — Big Picture

Supervised Machine Learning
Methods

. /

/
l l

Manually create Use opinion
features related to targets as queries
opinion targets ) to MemNet

Adapt standard model architectures
to be sensitive to opinion targets

School of ]X( M
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Methodology

Linear Classifier

= Extract various features

| love Twitter more than Facebook!

Vector
Representations

word2vec

Sentiment = Context Sentiment

O[®] [OOIOIO) Lexicon ada ar Xo) : OO pr—
o HF Extraction ﬁﬁhhb‘dd (SISIS|3| Lexicon
Ol@| [O000 ¢ O ¢
QoI0o 000000 000! cooe
Ls® RS® M R w®

Feature
Extraction

School of Duy-Tin Vo, and Yue Zhang. 2015. Target-dependent twitter sentiment LZ SMU

nformation Systems - gjassification with rich automatic features. In Proceedings of IJCAI . SINCATORE MANAGEMENT



Methodology

Linear Classifier

Extract various features

| love Twitter more than Facebook!

Vector
lRepresentations
‘)"0 (e)(0)(®) Sentiment = . Context l’d\le . ra
bolel lolololo Lexicon Extraction ﬁﬁhhgd da
OO O O ) A\ IS ‘ s
* W(“

\ A \ w4\ 1S
Feature
Extraction

(1) = [P(LSW), P(RSW)]

Target-dependent features from words filtered by sentiment lexicon

School of Duy-Tin Vo, and Yue Zhang. 2015. Target-dependent twitter sentiment Xf SMU
nformation Systems - gjassification with rich automatic features. In Proceedings of IJCAI . g T



Methodology

Linear Classifier

Extract various features

| love Twitter more than Facebook!

Vector
lRepresentations
e  [OIO00)Sentiment Faass word2vec
0| 0101010 l-e’(lt:on a ﬁ Extractlon hhg da
QIOIOIO oo
w®

RS (2)

T T I
Lsﬂ) Rs(ll L(l) R( )

Feature
Extraction

TS = [P(LW), P(TMW), P(RM)]

Target-dependent features from the left context, right context, and
target, respectively

School of Duy-Tin Vo, and Yue Zhang. 2015. Target-dependent twitter sentiment Xf SMU
Information Systems classification with rich automatic features. In Proceedings of IJCAI . T



Methodology

Linear Classifier

Extract various features

| love Twitter more than Facebook!

Vector
Representations
d2 SSWE T
e 000 Sentument , , , Context it c T Context ,._ _ Sentiment
blel lolololo Lexlcon Extractlon HHNNqHH Extra-ction HHHH Lexicon @
O O O O \ A A A 4 i\ J \ SIS IS Y
v v \ W‘ ) ) * >
Ls(]) Rs(l) L(l) R(l) 2] Ls(-)

Feature
Extraction

Full tweet features

School of Duy-Tin Vo, and Yue Zhang. 2015. Target-dependent twitter sentiment 1‘; SMU
nformation Systems - gjassification with rich automatic features. In Proceedings of IJCAI . SINCATORE MANAGEMENT



Methodology

Linear Classifier

Extract various features

| love Twitter more than Facebook!

Vector
lRepresentations
word2vec SSWE i}
O [+ OOOO st:;ii:‘oe:t R o [ANI N7 8) conte.xt NP\ 7 NF NF N N Y2 E:tor::ixotn * SC N NP Y selnti_'nent S OO
Olel lolololo ﬁjaﬂddh Extraction ﬁﬁhhbdd HH ﬁ HHH exicon da ):EEE
ool ¢ 0e0000 * Seos Beeeees ™ oesaese ' olololo
L'S“’ F;S"’ T '_'RT' w® & ‘-Ic-)' R? Ls® ‘_':Sm_'

Feature
Extraction

Feed the concatenated features to a discriminative classifier

SVM
School of Duy-Tin Vo, and Yue Zhang. 2015. Target-dependent twitter sentiment 1; SMU
Information Systems classification with rich automatic features. In Proceedings of IJCAL. SINCAORE MANAGEMENT
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Methodology

Recursive Neural Network

Dependency Tree-based Approach
AdaRNN

propagate sentiment information to the target node in a bottom-up manner

Dependency tree:
ROO
U =
better than
(ta rget) (ta rget)

Li Dong, Furu Wei, Chuangi Tan, Duyu Tang, Ming Zhou, and Ke Xu.

School of

Information Systems 2014. Adaptive Recursive Neural Network for Target-dependent Twitter x‘ SMU
Sentiment Classification. In Proceedings of ACL, 49-54.
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Methodology

Recursive Neural Network

Dependency Tree-based Approach
AdaRNN

propagate sentiment information to the target node in a bottom-up manner

Dependency tree:
ROOT
U —
better than
(ta rget) (ta rget)

<ehoot of Li Dong, Furu Wei, Chuangi Tan, Duyu Tang, Ming Zhou, and Ke Xu. -
Information Systems 2014. Adaptive Recursive Neural Network for Target-dependent Twitter i SMHM
Sentiment Classification. In Proceedings of ACL, 49-54.
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Methodology

Recursive Neural Network

Dependency + Constituent tree-based Approach

PhraseRNN
Dependency Tree Phrase Dependency Tree
R()I()T
] 7 (bad) \;;\
S N ) 7 (bad) =
PP NP VP PREP NSUBJ CoOPpP PREP
cop PREP
lN/\NI’ DT/\NN VB7/\ADIP - 1 (Except) 5 (phone) 6 (is) 8 (for) l
| /\ | | | ' /\ - mln.l 1),| POB) PRI P/6(ls) So) \wm
Except DIT NN the phone s .I|J 9’\ v v v PP_a m!m _a NP
the design bad IN NP 3 (design) 4 (the) 9 (me) |1 (Except) v
I)II'I l‘n'lu \w 5 (phone)
for PTP * . (d+. ) I
2 (the) esign DET
me ( Phrase List oL
PP[Except the design] * 4 (the)
NP[the phone] 2 (the)
VP[is bad for me] e
<ehoot of Thien Hai Nguyen, and Kiyoaki Shirai. 2015. PhraseRNN: Phrase 5
Information Systems Recursive Neural Network for Aspect-based Sentiment Analysis. In s SMHM

Proceedings of EMNLP, 2509-2514. ONIVERSITY



Methodology

Recursive Neural Network

Dependency + Constituent tree-based Approach

PhraseRNN
Target Dependent Binary Phrase Dependency Tree Target Dependent Binary Phrase Dependency Tree
= (Togistic R on) ‘design’ is the
ogistic Regression ‘ o
: : farget’aspect (Logistic Regression ) phone” is the
target aspect
PP
4 Qoo

(210 En) T En

000 @cod Lo09)@Q200Q)| -~
IQIHIHH 1 (Except) 4 . - 4 (the) 5 (phone) )
- (1] S

\2 (the) 3 (design) )

(0 OS)(0000)2000)(COOD)

\9(me) 8 (for) 6(is) 7 (bad), (2 (the) 3 (design) )

(CISISIP) GISIEIN | GISII)  GIeXeIs),

9 (me) 8 (for) 6 (is) 7(b39

Thien Hai Nguyen, and Kiyoaki Shirai. 2015. PhraseRNN: Phrase

School of

Information Systems Recursive Neural Network for Aspect-based Sentiment Analysis. In o SMU
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Methodology

Memory Network

MemNet

Word embedding of target words as queries to MemNet

softmax

hop 3

by

= Attention Linear
word embedding

hop 2
Attention Linear
| !

L

b

hop 1
context words context words \_. Attention u near
sentence: Wi, Wz ... Wi, .@' Wisy «o Wpoy Wy N |
aspeci word J}i

The Model Architecture of MemNet

Duyu Tang, Bing Qin, Ting Liu, et al. Aspect level sentiment classification

School of

Information Systems with deep memory network. In EMNLP , 2016. < SM
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Methodology

CNN-based Methods

GCN (Gated Convolutional Networks)
Incorporate gate mechanism to be sensitive to be opinion targets

Sentiment
softmax

Max Pooling E E
/1 N\
GTRU -
Convolutions e éﬁsggdjng
sushi rolls are great

Word Embeddings
Model I. GCN for Aspect Category-based Sentiment Classification

Xue, Wei, and Tao Li. "Aspect Based Sentiment Analysis with Gated . x? SM

School of . ” .
Information Systems Convolutional Networks.” In Proceedings of ACL 2018. JIVIL



CNN-based Methods Methodology

GCN (Gated Convolutional Networks)

Incorporate gating mechanism to be sensitive to be opinion targets

Sentiment
softmax

Max Pooling
GTRU Max Pooling [ <""""""" 17
Convolutions
(st paps]  [sushi <PADS]
Context Embeddings Target Embeddings
Model Il. GCN for Aspect-Level Sentiment Classification
S Xue, Wei, and Tao Li. "Aspect Based Sentiment Analysis with Gated .~

Information Systems Convolutional Networks.” In Proceedings of ACL 2018. < SMU
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RNN-based Methods Methodology

GRU

Gating Mechanism

classification + -0
g-comb — \
7
. N target '/ right
pooling (ooo--- 000 (000 -- 000 (©00 - 000)

]

pool / pool \
bi-grnn

Cf@ﬁ

t .ttt

embedding @~ @ 9@ 9@ 9@ - @ - 9
input She -+ love miley--- cyrus since - )

Meishan Zhang, Yue Zhang, and Duy-Tin Vo. Gated Neural Networks for

School of

Information Systems Targeted Sentiment Analysis. In Proceedings of AAAI 2016. X( SM
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RNN-based Methods Methodology

LSTM
Sentence Encoding

Target-Dependent Long Short-Term Memory

—

hy hy Riv1

Wy wi Wit Wr_q Wi+1 Wr—1 Wr Wn
- J - S
hd g
target words target words
Target-Connection Long Short-Term Memory Softmax
— — L
hy hy ':: hy_y hisr hy_y h, hy,
®
| LSTM, LSTM, LSTM, |—~|. LSTM, LSTM, LSTM, LSTM;, LSTMg, I

: P8 :

The Model Architecture of TD-LSTM and TC-LSTM

Duyu Tang, Bing Qin, Xiaocheng Feng, and Ting Liu. Effective LSTMs for

School of

Information Systems target-dependent sentiment classification. In COLING, 2016. < SMU
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RNN-based Methods Methodology

LSTM

Attention Mechanism

Attention
(@i i[@ive @i : (@0
Aspect Embedding @i ile|i  ile|i lofi
U U HUE @) r
: (@) :h ([@h, i@ : (@]
H o el :le: :|®:
o: @: o cle: o ile
*- 'T. "- - "-oT--
> > LSTM > +ee—>[ [STM

Word Representation @ @ @%’

The Model Architecture of AE-LSTM

Yequan Wang, Minlie Huang, Li Zhao, et al. Attention-based LSTM for

School of

Information Systems aspect-level sentiment classification. In EMNLP, 2016. o SMU

S G OREMANGM NT




RNN-based Methods Methodology

« LSTM
— IAN
- Interactive Attention Mechanism
[ Sentiment
SofMax
The Model Architecture of IAN
ool of Dehong Ma, Sujian Li, Xiaodong Zhang, and Houfeng Wang. Interactive 5
Information Systems attention networks for aspect-level sentiment classification. In IJCAI, S SMWM

2017. T i



RNN-based Methods Methodology

= LSTM

- RAM

- Position-based Weighting Strategy
+ Multi-Hop Attention Mechanism

L

The Model Architecture of RAM

School of Peng Chen, Zhonggian Sun, Lidong Bing, and Wei Yang. Recurrent attention ‘);{ SM
Information Systems  network on memory for aspect sentiment analysis. In EMNLP, 2017. SINGAPORE MANAGEMENT
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RNN-based Methods Methodology

LSTM
i ¢ Introduce position information
: ‘ — * to detect the most salient

TNet
p® () D
1 2 n features more accurately

| A ‘ Refine word-level representations
—— with the input target and the

contextual information

e

h §0) h go) h’(lo)

Bi-directional LSTM  Transformation Architecture Convolution Layer

s Generating contextualized
—’ .
I ] ] word representations
- X2 Xn

The Model Architecture of TNet

Xin Li, Lidong Bing, Wai Lam, and Bei Shi. Transformation networks for

School of

Information Systems target-oriented sentiment classification. In ACL, 2018. o SMU
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BERT-based Methods Methodology

Feed the transformed sentence to BERT

[Georgina Hermitage] is a #one2watch
since she broke the [400m T37] WR!

positive neutral
‘ Pooling & Linear & Softmax ’ ‘ Pooling & Linear & Softmax ’
LgX Lgx
) ]
T T
o <3
o o
= [=
T} L
[} ]
o Q
c c
[ (2]
= c
/] /]
(7] (]
POSITIONAL () ’ POSITIONAL
ENCODING X ENCODING X
Input Embedding Input Embedding
[CLS] $T$ is a #one2watch since she broke the [CLS] Georgina Hermitage is a #one2watch since
400m T37 WR. [SEP] Georgina Hermitage [SEP] she broke the $T$ WR. [SEP] 400m T37 [SEP]
. Systerms Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal o SMU
Sentiment Classification. In IJCAI, 2019. DRy T
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Three Benchmark Datasets

#Training Samples #Test Samples

Data Set

POS NEG NEU POS NEG NEU
Laptop 980 858 454 340 128 171
Restaurant 2159 800 623 730 195 196
Twitter-2014 1567 1563 3127 147 147 346

Laptop, Restaurant are from SemEval-2014
Twitter-2014 from (Dong et al. ACL 2014)

Another two Restaurant datasets from SemEval-2015,
SemEval-2016

Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal ' SMU
Sentiment Classification. In IJCAI, 2019. Ry



Experimental Results on Three Benchmark Datasets

Method

SVM
AE-LSTM
IAN
TD-LSTM
MemNet
RAM
TNet-LF
TNet-AS
MGAN
BERT

Laptop
Accuracy Macro-F1
70.49 -
68.90 -
72.10 -
71.83 68.43
70.33 64.09
75.01 70.51
76.01 71.47
76.54 71.75
75.39 72.47
76.96 73.67

Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal

Restaurant

80.16
76.60
78.60
78.00
78.16
79.79
80.79
80.69
81.25
84.29

Sentiment Classification. In IJCAI, 2019.

Accuracy Macro-F1

66.73
65.83
68.86
70.84
71.27
71.94
77.22

Twitter-2014
Accuracy Macro-F1
63.40 63.30
66.62 64.01
68.50 66.91
71.88 70.33
74.68 73.36
74.97 73.60
72.54 70.81
75.14 74.15
55 SM

SINGAPORE MANAGEMENT
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Summary

Supervised Machine Learning
Methods

Pros: Better results
Cons: Lack of good
Explanation

2016-now 2019

Before 2014 2014-2015 Y
Pros: Simple and Pros: make use of Pros: Good performance Best results
fast to train syntactic information : . »
Comparison
: : : 1. Training/Test Time:
Cons: Many Cons: 1 N0|s.y MemNet = CNN < RNN
feature syntactic tree; 2.
engineering efforts Gradient Vanishing 2. Performance:
N 2R ~~ RNN>CNN=MemNet
School of ])ZSMU

Information Systems SINGAPORE MANAGEMENT
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Transfer
Cross-Domain Learning
Background

Popular Methods for Fine-Grained Opinion Mining
Supervised Machine Learning (NN)

-|-+_|_+ :_ q
-

-

Large amount of training data

Information Systems

—
School of ]X( SM' l
SINGAPORE MANAGEMENT
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Transfer

Cross-Domain Learning

Background

Real Scenario
Limited or no Labeled Data for many domains

) I Machine Strong
+ T Ly | CIassifierJ
¥ System N
Target domain 4

!

Source domain

f
y-_

) _
+ - )
* +

School of

» Domain Adaptation: recognize and apply knowledge . SMU

miormation Syt gnd sKills learned in previous domain to novel domains & e




Transfer

Cross-Domain Learning

Background
Challenge of Domain Adaptation 1. pata

Movie

Training Data
78%

Movie

Opinion Target
Extraction
Model

School of ]X( SMU

Information Systems SINGAPORE MANAGEMENT




Cross-Domain
Background

Transfer
Learning

Challenge of Domain Adaptation 1. pata

Training Data

Movie

Opinion Target
Extraction
Model

(Source Domain)

School of
Information Systems

78%

Digital Device

kindle fire Upto $120 Off

Toshiba Léptops

45%




Transfer

Cross-Domain Learning
Background
Reasons behind performance drop
Movie (source domain) Digital Device (target domain)
The [movie] is great. The [camera] is excellent.
| really like his [characters]. | highly recommend this [laptop].
The [plot] is quite dull. The [Mac OS] is quite fast.

Opinion targets in the source domain
movie, characters, plot
Opinion targets in the target domain
camera, laptop, Mac OS

—
School of ]X( SM' l
SINGAPORE MANAGEMENT
TY
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Transfer

Cross-Domain Learning

Background

General Solution
Learn a shared representation across domains

Domain-Independent

|
Auxiliary Tasks :
|
|
|
|
I i d(x
, s D(xs)
|
|
|
|
|
|
|
I X d(x
| t - D(xy)
|
|
f;?g::r?;tion Systems ]X( %SN%HGM




Transfer

Cross-Domain Learning

Cross-Domain Opinion Target Extraction

Domain-Independent Auxiliary Task
Syntactic structures are shared across domains.

(Source Domain) (Target Domain)

School of Ying Ding, Jianfei Yu, and Jing Jiang. Recurrent neural networks with 1‘} SMU
Information Systems auxiliary labels for crossdomain opinion target extraction. In AAAI 2017. SINGATORE NANAGEMENT




Transfer

Cross-Domain Learning

Cross-Domain Opinion Target Extraction

The same task as our Auxiliary Tasks

Unsupervised Extraction Method
(Source Domaln)

Syntactic rule

Step 1 Step 1
.| Extract Target/Aspect Extract More Opinion
/f\\ o Words Words
Sentiment Word List & ;
SV Syntactic rule )
great eesssssssssssssss sttt st s s sas st s ss s et s snnstnstt st s sttt s e
bad o (Target Domain) \
:’/ Syntactic rule !
Ve, . Step 1 Step 1
U % || Extract Target/Aspect Extract More Opinion
' Words Words

Syntactic rule

School of Ying Ding, Jianfei Yu and Jing Jiang. Recurrent neural networks with 1;{ SMU
Information Systems auxiliary labels for crossdomain opinion target extraction. In AAAI 2017. SINGATORE NANAGEMENT




Transfer

Cross-Domain Learning

Cross-Domain Opinion Target Extraction
RNN with Auxiliary Tasks (AuxRNN)

Y3 Y3
®
o
®
Z3
®
-|®
L
the tuna sandwich the tuna sandwich

School of Ying Ding, Jianfei Yu, and Jing Jiang. Recurrent neural networks with 1‘;{ SMU
Information Systems auxiliary labels for crossdomain opinion target extraction. In AAAI 2017. SINGAORE MANAGEMENT




Cross-Domain

Transfer
Learning

Cross-Domain Aspect and Opinion Terms Co-Extraction
Recursive Neural Structural Correspondence Network (RNSCN)

h) h I R, h h, R, h, h hy,
GRU g ef-"000 000 000 000/ ~000/ 7000 000 000 000

4 4 4 ha 4 > 4 A 2 4
F RNSCN ho ' \
: 4 v
: -:)l:)l:t :
| ry :
| [a|ooo ha [' |
i )b 00 S i
| r21 r e a1 I-bu_)-_)-_) |
: ; 765 |
: h 000 Q00| h; hjo0 0 hiooo 000 h-‘ |
i T T T i
| 1 [0O00| 2|000| T3|000| T1[O00O )O00| T20000| ¥3)000| #O00| rO00| OO0 |
i they offer good appetizers The laptop has a nice screen i
I‘ nsubj Ao det nsub Amod 'l
\\\ root dobj i H ) det I/I

LN Source | Target lobj L

_______________________________________________________________________________________________________

School of
Information Systems

Wenya Wang and Sinno Jialin Pan. Recursive Neural Structural Correspondence
Network for Cross-domain Aspect and Opinion Co-Extraction. In Proc. ACL, 2018.

£ SMU
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Transfer

Cross-Lingual Learning

Cross-Lingual Aspect Term Extraction
Transition-based Adversarial Network (TAN)

" Auziliary A  Domain D

E Relation E ' language 3

s ! :

i 99599, | [00000)]

i 00000 T i
EEmt'ractor}" | } T t I ;
; partial tree RNN RNN RNN 5

word O OO OO O] [OOJOO] [OCOJOO

embedding  we love the pink  pony and atmosphere
I |

output stack, candidate stack; buffer;

'ISC:°°' of . Wenya Wang and Sinno Jialin Pan. Transition-based Adversarial Network for Cross- Rk« SMU
nformation Systems lingual Aspect Extraction. In Proc. [JCAI, 2018. UNveRoTy M
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Transfer
Learning

Key to Cross-Domain/Lingual

Step 1: Identify shared knowledge across domains or
languages

General Sentiment Words like good, bad, etc

Syntactic Structure

Domain/Language Discriminator

Auto-encoder (reconstruction of the input)

Step 2: Design auxiliary tasks based on these shared
knowledge

SINGAPORE MANAGEMENT



Transfer
Learning

Benchmark Datasets for Cross-Domain Aspect and
Opinion Terms Co-Extraction

Data Set #Sentences Train Test
Laptop 3,845 2884 961
Restaurant 5,841 4,381 1,460
Digital Device 3,836 2,877 959

Laptop from SemEval-2014
Restaurant from SemEval-2014, 2015
Digital Device from (Hu and Liu, KDD2004)

SINGAPORE MANAGEMENT



Transfer

Short Summary Learning
Results on Benchmark Datasets
Hier-Joint: (Ding, Yu and Jiang, AAAI 2017)
RNSCN: (Wang and Sinno, ACL 2018)
Models R—L R—D L—R L—D D—R D—L
AS (0)3 AS OP AS OP AS OP AS OP AS (0)3
CrossCRE 19.72 59.20 21.07 52.05 28.19 65.52 29.96 56.17 6.59 39.38 24.22 46.67
(1.82) | (1.34) | (0.44) | (1.67) | (0.58) | (0.89) | (1.69) | (1.49) | (0.49) | (3.06) | (2.54) | (2.43)
RAP 25.92 62.72 22.63 54.44 46.90 67.98 34.54 54.25 45.44 60.67 28.22 59.79
________________________ (275)._| -(0.49) _|_(0.52)_| (2.20)._| _(1.64) | (1.05)_| (0.64)_| (1.65)._| (1.61) | (2.15) ) (2.42)_] (4.18).__
| Hier-Joint 33.66 - 33.20 - 48.10 - 31.25 - 4797 - 34.74 -
i (1.47) - (0.52) - (1.45) - (0.49) - (0.46) - 2.27)
““_R_N_CRF """ 24.26 -1 608612431 [ ~51:28 [ -40.88 - 1" 665013152~ -55:85 [~ 34.59 1" 63891 4059 [ 60:17 -
3.97) (3.35) (2.57) (1.78) (2.09) (1.48) (1.40) (1.09) (1.34) (1.59) (0.80) (1.20)
RNGRU 24.23 60.65 20.49 52.28 39.78 62.99 32.51 52.24 38.15 64.21 39.44 60.85
________________________ (241 | (1.04) | (2.68) | (2.69) | (0.61) | (0.95) | (1.12) | (237) | (2.82) | (1.11) | (2.79) | (1.25)
RNSCN-CRF 35.26 61.67 32.00 52.81 53.38 67.60 34.63 56.22 48.13 65.06 46.71 61.88
i (1.31) | (1.35) | (1.48) | (1.29) | (1.49) | (0.99) | (1.38) | (1.10) | (0.71) | (0.66) | (1.16) | (1.52)
i RNSCN-GRU 37.77 62.35 33.02 57.54 53.18 71.44 35.65 60.02 49.62 69.42 45.92 63.85
; (0.45) | (1.85) | (0.58) | (1.27) | (0.75) | (0.97) | (0.77) | (0.80) | (0.34) | (227) | (1.14) | (1.97)
i RNSCN+-GRU 40.43 65.85 35.10 60.17 5291 72.51 40.42 61.15 48.36 73.75 51.14 71.18
'\ (0.96) (1.50) (0.62) (0.75) (1.82) (1.03) (0.70) (0.60) (1.14) (1.76) (1.68) (1.58)
» Incorporating domain-independent auxiliary tasks can indeed
significantly outperform the baseline approach.
School of ‘f SMU

Information Systems
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Transfer

Short Summary Learning
Benchmark Datasets for Cross-Lingual Aspect Term
Extraction

Data Set #Sentences Train Test
English 2,676 2,000 676
French 2,429 1,733 696
Spanish 2,951 2,070 881

All from SemEval-2016 Task 5

—
School of ]ﬁ SM' l
SINGAPORE MANAGEMENT
TY

Information Systems
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Transfer

ShOI‘t Summary Learning

Results on Benchmark Datasets

CL-DSCL: (Ding, Yu and Jiang, AAAI 2017)
TAN: (Wang and Sinno, IJCAI 2018)

Models .En—)Fr l:En—)Es Fr—)En Fr—>Es I:Es—}En !Es—)Fr
Train | Test | Train | Test | Train Test | Train Test | Train Test | Train | Test
Translate-TAN | 45.09 | 40.74 | 45.85 | 41.08 | 39.28 | 38.74 | 32.27 | 34.54 | 4594 | 41.28 | 41.52 | 36.38
Translate-CRF | 25.23 | 23.15 | 28.26 | 30.10 | 25.89 | 26.79 | 31.55 | 30.63 | 32.24 | 26.66 | 24.05 | 20.90
NoAdp 27.71 | 26.13 | 27.56 | 31.31 | 41.21 | 38.29 | 4543 | 48.21 | 37.52 | 30.39 | 3795 | 37.89
A-RNN 22.92 | 20.54 | 31.11 | 34.04 | 29.62 | 27.11 | 40.58 | 40.77 | 35.49 | 30.26 | 34.52 | 31.02
A-R*“NN 27.92 | 2341 | 28.63 | 28.65 | 36.43 | 33.25 | 38.55 | 3945 | 40.83 | 34.16 | 42.83 | 37.19
CrossCRF 2041 | 16.83 | 16.17 | 18.22 | 21.63 | 19.02 | 6.90 6.81 10.13 | 8.28 | 12.01 | 10.24
. CL-DSCL 33.67 | 31.48 | 4456 | 45.01 | 51.75 | 47.27 | 53.23 | 55.89 | 50.22 | 45.90 | 38.66 | 34.17 |

__________________________________________________________________________________________________________________________

. TAN 53.27 | 50.02 | 49.38 | 50.52 | 55.38 | 50.30 | 55.32 | 57.65 | 51.99 | 44.14 | 51.16 | 48.78 |

» Incorporating language-independent auxiliary tasks can indeed
significantly outperform the baseline approach.

School of ]f SMU
Information Systems SINGAPORE MANAGEMENT
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Outline

= Multi-Task Learning

— Aspect and Opinion Terms Co-Extraction
— End to End ABSA

« Aspect Term Extraction + Aspect-Level Sentiment
Classification

= Multimodal Learning
= Summary

ot
sl o < SMU
SINGAPORE MANAGEMENT
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Multi-Task
Learning

Aspect and Opinion Terms Co-extraction
Input
A sentence or document
Output
Aspect Term
Opinion Term
Example

The fish was rather over cooked, but the
staff was quite nice!

> Aspect Term: fish, staff
» Opinion Term: over cooked, nice

Sequence Labeling Problems

SINGAPORE MANAGEMENT



Outline

= Multi-Task Learning

— End to End ABSA

» Aspect Term Extraction + Aspect-Level Sentiment
Classification

= Multimodal Learning
= Summary

School of ]X( SMU
Information Systems \ NGATON NANAGEENT



Multi-Task
Learning

End to End Aspect-Based Sentiment Analysis
Input
A sentence or document
Output
Aspect Term

Sentiment polarity towards the aspect term
Positive, Negative, Neutral

Example

The fish was rather over cooked, but the
staff was quite nice!

» (fish, negative), (staff, positive)

SINGAPORE MANAGEMENT



Background Mult-Task

Learning

= End to End Aspect-Based Sentiment Analysis

— Neural CRF
* Method 1: pipeline —(o0)—=—(B )—=—(1
°
]
(000 - - ©00)(000 - - - 000)
sentence: So excited to meet my(baby Farah' " my baby Farah
entity: O O O O O B I O step 1. entity
. (1 )
sentiment: ® ¢® & & & + 4+ & —(@ )—= + —( +
Two Sequence Labeling Tasks °©
R
(000 - - ©00)(000" - - 800)
my (O) baby (B) Farah (I)
step 2: sentiment
Pipeline Model
Sehooter Meishan Zhang, Yue Zhang, and Duy-Tin Vo. 2015. Neural networks for open domain 1; SMU
Information Systems targeted sentiment. In Proceedings of EMNLP 2015. ORIVE RSy AN AGEMENT



Background Mult-Task

Learning

= End to End Aspect-Based Sentiment Analysis

— Neural CRF
* Method 2: joint

sentence: So excited to meet my(baby Farah] "
entity: O O O O O B 1 O

sentiment: & o ® & + + o ((.. ... 00) o (e@- - - ..))
Two Sequence Labeling Tasks
my baby Farah
Joint Model
ISC;"’”' o . Meishan Zhang, Yue Zhang, and Duy-Tin Vo. 2015. Neural networks for open domain kX SMU
nformation Systems targeted sentiment. In Proceedings of EMNLP 2015. URIERGITy ANACEMENT



Background Mult-Task

Learning

= End to End Aspect-Based Sentiment Analysis

— Neural CRF
* Method 3: collapsed

sentence: So excited to meet my(baby Farah] "
collapsed: O O O O O B+ I+ O

One Sequence Labeling Task

my baby Farah

Collapsed Model

ISC;"’”' of . Meishan Zhang, Yue Zhang, and Duy-Tin Vo. 2015. Neural networks for open domain k- SMU
nformation Systems targeted sentiment. In Proceedings of EMNLP 2015. URIERGITy ANACEMENT



Background Multi-Task

Learning

= End to End Aspect-Based Sentiment Analysis
— Neural CRF

« Comparison

English Spanish

" pipeline ‘.
discrete |59.37 34.83 43.84[42.97 2521 31.73[70.77 47.75 57.00|46.55 31.38 3747 |
neural |53.64 44.87 48.67(37.53 3138 34.04|65.59 47.82 55.27|41.50 3027 34.98 |

5
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qg-
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o
wn
[y
=2
w
wn
wn
(=)
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o
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W
(=)
N
[=a)
wn
~1
(=)
S
¥,
O
O
=N
=]
w
b |
=N
w

_____________________________________________________________________________________________________

discrete |59.55 34.06 43.30(43.09 24.67 31.35|71.08 47.56 56.96 |46.36 31.02 37.15
neural |54.45 42.12 47.17|37.55 28.95 32.45|65.05 47.79 55.07 |40.28 29.58 34.09
integrated | 61.47 49.28 54.59 | 44.62 35.84 39.67 |71.32 61.11 65.74 | 46.67 39.99 43.02

Collapsed
discrete |64.16 26.03 36.95(48.35 19.64 27.86|73.18 35.11 47.42(49.85 23.91 32.30
neural |58.53 37.25 45.30(43.12 27.44 33.36(67.43 43.2 52.64|42.61 27.27 33.25
integrated | 63.55 44.98 52.58 (46.32 32.84 38.36 |73.51 53.3 61.71|47.69 34.53 40.00

ISC::OU' of . Meishan Zhang, Yue Zhang, and Duy-Tin Vo. 2015. Neural networks for open domain k- SMU
nformation Systems targeted sentiment. In Proceedings of EMNLP 2015. URIERGITy ANACEMENT



Background Mult-Task

Learning

= End to End Aspect-Based Sentiment Analysis
— Unified Solution

Input The AMD  Turin Processor seems to always perform much better than Intel

Joint 0 B I E o o o ! 0 o ..o 0 .5 0.
o ___POS POS s 0. .90 9o 9o . o0 0 _NEG O

Unified (vV) ' 0 B-POS I-POS E-POS 0 0 0 0 0 0 0 S-NEG 0

Two Sequence Labeling Tasks

ISC;‘OO' of . Xin Li, Lidong Bing, Piji Li and Wai Lam. A Unified Model for Opinion Target Extraction ks SM
nformation Systems and Target Sentiment Prediction. In AAAI 2019. P ARSI MANAGEMENT



Background Multi-Task

Learning

= End to End Aspect-Based Sentiment Analysis

— Unified Solution
4 N\

\
chl Lo \"\.\
zls'[l \T:D _('l') E .-
z Zfih]l ‘ /| | I%ﬁ - lﬂg—ﬁ
/ o | 1ot P
1 ;"j h{ hy
] 23 YA Vst ~

- Two LSTMs for the target boundary detection task (auxiliary) and
the complete TBSA task (primary).

+ BG component: exploiting boundary information
« SC component: maintaining sentiment consistency

* OE component: improving the quality of the boundary information
Schoolof Xin Li, Lidong Bing, Piji Li and Wai Lam. A Unified Model for Opinion Target Extraction k. SM

SINGAPORE MANAGEMENT

formation SYSIEMs - gnd Target Sentiment Prediction. In AAAI 2019, Q ame i




Background Multi-Task

Learning

= End to End Aspect-Based Sentiment Analysis
— Span Extraction-based approach

Sentence: I love Windows 7 ... over Vista .

Pipeline/ O O B I O B O
Joint: o o + + 0 - 0

Collapsed: O O B+ I+ O B- O

l

Sentence: 1 love Wmdows 7 ... over Vista .

Pipeline/  Target start: 3, 11 Targetend: 4, 11
Joint: Polarity: +, -

Collapsed: Target start: 3+, 11- Target end: 4+, 11-

School of Open-Domain Targeted Sentiment Analysis via Span-Based Extraction and < SMU
Information Systems  Classification. Minghao Hu, Yuxing Peng, Zhen Huang, Dongsheng Li, Yiwei Lv. In @ Sxewror osent
Proceedings of ACL. 2019.



Multi-Task
Learning

End to End Aspect-Based Sentiment Analysis

Span Extraction-based approach
BERT as encoder

P
start: 3
_ Extractor —p
p’ end: 4 \'
I love  Windows 7 [ love Windows 7
» The last block’s hidden states are used > Predict the sentiment polarity using
to propose one or multiple candidate the span representation of the
targets based on the probabilities of the given target
start and end positions
Open-Domain Targeted Sentiment Analysis via Span-Based Extraction and e SMU
Classification. Minghao Hu, Yuxing Peng, Zhen Huang, Dongsheng Li, Yiwei Lv. In < SINGAPORE ANAGEMENT

Proceedings of ACL. 2019.



Multi-Task
Learning

End to End Aspect-Based Sentiment Analysis

Comparison of previous three approaches
Benchmark Datasets

#Training Samples #Test Samples

Data Set

POS NEG NEU POS NEG NEU
Laptop 980 858 454 340 128 171
Restaurant 2159 800 623 730 195 196
Twitter-2014 1567 1563 3127 147 147 346

Laptop, Restaurant are from SemEval-2014
Twitter-2014 from (Dong et al. ACL 2014)

Another two Restaurant datasets from SemEval-2015,
SemEval-2016

Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal
Sentiment Classification. In IJCAI, 2019.

SINGAPORE MANAGEMENT



Background Multi-Task

Learning

= End to End Aspect-Based Sentiment Analysis

— Comparison of previous three approaches
* Unified Approach vs LSTM-based Methods

) Br Dx B
iociel P R FI P R FI P R T
CRF-joint 5738 3576 4406 | 60.00 4857 53.68 [43.09 2467 31.35
Lo . CRF-unified 5927 4186 4906 | 6339 5774 6043 | 4835 19.64 27.86
Existing Baselines 1\ R soint 5564 3448 4549 | 6156 S0.00 S5.18 | 44.62 3584 39.67
NN-CRF-unified 5872 4596 5156 | 6261 6053 6156 | 4632 3284 38.36
CRF-pipeline 59.69 4754 5293 | 5228 S51.01 S51.64 | 4297 2521 31.73
Pipeline Baselines NN-CRF-pipeline | | 3772 4932  53.19 | 60.09 6193 61.00 | 43.71 37.12 40.06
' HAST-TNet 5642 5420 5529 | 62.18 7349 6736 | 4630 49.13 47.66.
' LSTM-unified 5791 46.21 5140 | 6280 6349 63.14 | 5145 3762 4341
| Unified Baselines LSTM-CRF-1 58.61 5047 5424 | 66.10 6630 6620 | 51.67 4408 47.52
LSTM-CRF-2 58.66 5126 5471 6156 67.26 6429 | 5374 4221 47.26 |
: LM-LSTM-CRF 5331 594 56.19 | 6846 6443 6638 | 4352 5201 4735
Base model 60.00 46.85 52.61 6148 66.16 6373 | 53.02 4147 46.50 '
Base model + BG S5S8.58 5063 5431 6751 6642 6696 | 5226 43.84 47.66
. OURS Base model + BG +SC | 5895 53.00 55.81 6395 69.65 66.68 | 53.12 43.60 47.79 .
Base model + BG+OE | 6343 4953 5562 | 6285 66.77 6522 | 53.10 4350 47.78
\ Full model 61.27 54.89 57.90°% | 68.64 71.01 69.80°F | 53.08 43.56 48.01}"
School of Open-Domain Targeted Sentiment Analysis via Span-Based Extraction and ]X'{ SMU
Information Systems  Classification. Minghao Hu, Yuxing Peng, Zhen Huang, Dongsheng Li, Yiwei Lv. In \ SEAroR: MANAGEH

Proceedings of ACL. 2019.



Background Multi-Task

Learning

= End to End Aspect-Based Sentiment Analysis

— Comparison of previous three approaches
* BERT-based Methods vs Unified Approach

Model LAPTOP REST TWITTER
© Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1
UNIFIED 61.27 54.89 5790 | 68.64 71.01 69.80 | 53.08 43.56 48.01
“TAG-pipeline | 65.84 67.19 66.51 | 71.66 76.45 73.98 | 5424 5437 54.26"
' TAG-joint 65.43 66.56 65.99 | 71.47 75.62 73.49 | 54.18 54.29 54.20 :

ETAG—collapsed 63.71 66.83 65.23 | 71.05 75.84 73.35 | 54.05 54.25 54.125

~ SPAN-pipeline | 69.46 66.72 68.06 | 76.14 73.74 74.92 | 60.72 5502 57.69
- SPAN-joint 6741 61.99 6459 | 7232 7261 7247 | 57.03 5269 54.55
. SPAN-collapsed | 50.08 47.32 48.66 | 63.63 53.04 57.85 | 51.89 45.05 48.11)

School of Open-Domain Targeted Sentiment Analysis via Span-Based Extraction and < SMU
Information Systems  Classification. Minghao Hu, Yuxing Peng, Zhen Huang, Dongsheng Li, Yiwei Lv. In
Proceedings of ACL. 2019.



Outline

= Multimodal Learning

— Target-Oriented Multimodal Sentiment
Classification

= Summary
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Multimodal
Learning

Target-oriented Sentiment Classification (TSC)
Input

A sentence or document
An opinion target

Output

Sentiment polarity towards the opinion target

Examples

The fish was rather over cooked, but the
chicken was fine!

» sentiment over fish: negative
» sentiment over chicken: positive

SINGAPORE MANAGEMENT



Motivation Multimodal

Learning
= Limitation of TSC

— Ineffective for multimodal social media posts
* Incomplete Textual Contents

School of Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal ;XT SMU
Information Systems Sentiment Classification. In [JCAI 2019. SINGAPORE MANAGEMENT
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Motivation Multimodal

Learning
= Limitation of TSC

— Ineffective for multimodal social media posts
* Incomplete Textual Contents

nasty @nastygyalash : Mar 21 2016
) this is me after the Rihanna 'concert Imao

W/O Image
Rihanna: neutral X

School of Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal ;XT SMU
Information Systems Sentiment Classification. In JCAI 2019.  Q  syowouwcmn




Motivation Multimodal

Learning
= Limitation of TSC

— Ineffective for multimodal social media posts
* Incomplete Textual Contents

‘) nasty @nastygyalash : Mar 21, 2016

this is me after the Rihanna 'concert Imao

With Image
Rihanna: positive [

School of Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal x( S MU
Information Systems Sentiment Classification. In [JCAI 2019.
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Motivation Multimodal

Learning
= Limitation of TSC

— Ineffective for multimodal social media posts
* Incomplete Textual Contents

* Irregular Expressions
a Para Athletics @ @ParaAthletics - 20157824 H

PREVIEW @britishathletics Georgina Hermitage is a #one2watch since
she broke the 400m T37 WFTS'm'r.MIJC'rcﬁ‘s- oS

W/O Image
Georgina Hermitage: neutral X

School of Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal 1‘;{ SMU
Information Systems Sentiment Classification. In IJCAI 2019. SINGATORE MANAGEMENT
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Motivation Multimodal

Learning
= Limitation of TSC

— Ineffective for multimodal social media posts
* Incomplete Textual Contents

* Irregular Expressions

6 Para Athletics @ @ParaAthletics - 2015F7H24H

PREVIEW @britishathletics :Georgina Hermitageiis a #one2watch since
she broke the 400m T37 WR S BIf.[yJTJCitBs™ ™™~

WORLD RECORD!

With Image

62.70s Georgina Hermitage : positive
Women’s 400m T37 9 ge-p J_
Georgina Hermitage
(Great Britain)
o
School of Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal 1; SM

Information Systems Sentiment Classification. In [JCAI 2019. SINGAPORE MANAGEMENT
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Multimodal
Learning

Target-oriented Multimodal Sentiment
Classification (TMSC)

Input
A sentence or document
An opinion target
An associated image

Output

Sentiment polarity towards the opinion target

Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal Y SMU
Sentiment Classification. In [JCAI 2019. y Scaron wascuT



Multimodal
Learning

Base model with BERT

Input Transformation
Context as the first sentence
Opinion Target as the second sentence

Example

[Georgina Hermitage] ;¢ iIs @ #one2watch
since she broke the [400m T37],cutral VWR!

Opinion Target BERT Input Label

Georgina [CLS] $T$ is a #one2watch since she broke the
Hermitage 400m T37 WR. [SEP] Georgina Hermitage [SEP]

400m T37 [CLS] Georgina Hermitage is a #one2watch since
she broke the $T$ WR. [SEP] 400m T37 [SEP]

Positive

Neutral

Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal Y SMU
Sentiment Classification. In IUJCAI 2019. N oo assamer



Methodology -- BERT Multimodal

Learning
positive neutral
‘ Pooling & Linear & Softmax ’ ‘ Pooling & Linear & Softmax ’
Lgx LgX
Add & Norm Add & Norm

g g

° Feed Forward S Feed Forward

3 3

c c

I} w

o Add & Norm o Add & Norm

2 2

3 2

o Self Attention o Self Attention

n n

K \% Q K \% Q
POSITIONAL aB POSITIONAL (-
ENCODING X ENCODING X
Input Embedding Input Embedding
[CLS] $T$ is a #one2watch since she broke the [CLS] Georgina Hermitage is a #one2watch since
400m T37 WR. [SEP] Georgina Hermitage [SEP] she broke the $T$ WR. [SEP] 400m T37 [SEP]
(a). Georgina Hermitage (b). 400m T37
School of Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal ;XT SMU
Information Systems Sentiment Classification. In [JCAI 2019. SINGATON: MANAGENENT
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Methodology -- multimodal BERT (mBERT)

p°S+t'Ve Limitati Multimodal
( Pooling & Linear & SoftmaxJ Iml a |On Learning
)
D Image features are not
g !  S— sensitive to opinion targets
0 | [Feed Forward
T ——— ¥ ’
3 -+[ Add & Norm : ,
S |
g | " Georgina Hermitage
% E Multimodal Attention
= K Vv Q
CONCAT <
Lgx
§ Add & Norm

o g i Feed Forward 400m T37

S g 1

o LI=J _______

E g | Add &Norm -

9 — 5 ! 62.70s

® ’ & ' | SelfAttention i

£ WORLD RECORD! o |

i 1 K \% Q

62.70s :
Women's 400mT37qu ________
;_J
ceogr i POSITIONAL
R ENCODING 4 [CLS] $T$ is a #one2watch since =
School of Input Embedding [¢—— she broke the 400m T37 WR. J
Information Systems [SEP] Georgina Hermitage [SEP] X( SSSIW%EY‘[MAJN'AGEMENT




Methodology -- Target-oriented mBERT (TomBERT)

Target Attention MLuIn‘m_odal
. : earning
Target as queries, images as keys and values

X

Add & Norm j4-
e A :
Feed Forward]
p—: i
Add & Norm ]1--,
) ) :
Target Attention |
K \ Q

1ttt /l

Target-lmage Matching

L X -
.b[ Add & Norm ]
: )
: (Feed Forward]
E T 3
;b[ Add & Norm J

Self Attention
K v Q

Image Encoder
Target Encoder

........

—
~
o SMU
SINGAPORE MANAGEMENT
UNIVERSITY
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Methodology -- Target-oriented mBERT (TomBERT)

Full Model posiive Multimodal

Learning

[Pooling & Linear & Softmax]

Lx L \
Lex o .-»[ Add & Norm
t [ : 7 ) g
9 | Add&Norm -7 | § ~
=|° 2 : o [Feed Forward
T s | : J
% | Feed Forward] I =Rl :d
=" - T - A >[ Add & Norm
Q le) 1
& | Add & Norm ]4--, £ | t
£ [y : § : [ Multimodal Attention }
. ) ! s } K VvV a
() 1 1
> {Target Attention | i y
l(_u K VvV a N o o
(I S
~ ]
3 L x -
:>[ Add & Norm ] :>[ Add & Norm
1 A o ! A
- b : T !
o I 8, (Feed Forward] Q| (Feed Forward]
© 1 ol
9 Q|*=zz=== A 5 |===2==== A
= G »{ Add&Nom | g »f Add & Norm |
] | S
(2] — (o)) 1 . 3 1
© 3 Self Attention C | | Self Attention
€  WORLDRECORD! PN B @
- 1 (70 I K Q
S : ’
Georgina Hermitage‘-J 9 POSITIONAL 9 P
el * ENCODING ) [CLS] $T$ is a #one2watch since  Ri,& SNATJ

Target Embedding Input Embedding «— She broke the 400m T37 WR. RARORS MANAGEMENT
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Two Multimodal Datasets

#Training
Modality Data Set Samples
POS NEG NEU

Twitter-2015 928 368 1883
Text+lmage
Twitter-2017 1508 416 1638

#Dev Samples #Test Samples

POS NEG NEU POS NEG NEU
303 149 670 317 113 607
515 144 517 493 168 573

The two multimodal Twitter datasets are based on two
public multimodal Named Entity Recognition (NER)

datasets

Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal Y SMU

Sentiment Classification. In IJCAI 2019.
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Experimental Results
Results on the Two Multimodal Datasets

Modality Method Twitter-2015 Twitter-2017
Accuracy  Macro-F1 Accuracy Macro-F1
Visual Res-Target 59.88 46.48 58.59 53.98
AE-LSTM 70.30 63.43 61.67 57.97
MemNet 70.11 61.76 64.18 60.90
Text RAM 70.68 63.05 64.42 61.01
MGAN 71.17 64.21 64.75 61.46
BERT 74.15 68.86 68.15 65.23
BERT+BL 74.25 70.04 68.88 66.12
School of Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal 1; SMU

Information Systems Sentiment Classification. In JCAI 2019.  Q  syowouwcmn




Results on the Two Multimodal Datasets

Modality Method

Visual

Text

Text +
Visual

Twitter-2015
Accuracy  Macro-F1
Res-Target 59.88 46.48
AE-LSTM 70.30 63.43
MemNet 70.11 61.76
RAM 70.68 63.05
MGAN 71.17 64.21
BERT 74.15 68.86
BERT+BL 74.25 70.04
Res-MGAN 71.65 63.88
Res-MGAN-TFN 70.30 64.14
Res-BERT+BL 75.02 69.21
Res-BERT+BL-TFN 73.58 68.74
mBERT 75.31 70.18
TomBERT 7715 71.75

Jianfei Yu and Jing Jiang. Adapting BERT for Target-Oriented Multimodal

Sentiment Classification. In IJCAI 2019.

Twitter-2017
Accuracy Macro-F1
58.59 53.98
61.67 57.97
64.18 60.90
64.42 61.01
64.75 61.46
68.15 65.23
68.88 66.12
66.37 63.04
64.10 59.13
69.20 66.48
67.18 64.29
69.61 67.12
70.34 68.03

SINGAPORE MANAGEMENT



Outline

= Summary
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Summary

Cutting-Edge Dimensions

State-of-the-art Methods: State-of-the-art Methods:
Attention-based LSTM models BERT-based models
N / L /
IS;?;::;;tion Systems 3 éc%gmm

UNIVERSITY




Thank you !
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